ICPADS2023

PDCAT2022

HiPC2021

CCGrid2021

ICPADS2018

MASCOT
2018

IPDPS2017

Kento Sato

Andrés Xavier Rubio Proafio, Kento Sato, “ Understanding Power Consumption
Metric on Heterogeneous Memory Systems” , The 29th IEEE International Confer-
ence on Parallel and Distributed Systems (ICPADS 2023), Sentosa, Hainan, China,
Dec. 2023

Takaaki Fukai, and Takahiro Hirofuchi, “ Analyzing I/O Performance
of a Hierarchical HPC Storage System for Distributed Deep Learning” , The 23rd
International Conference on Parallel and Distributed Computing, Applications and
Technologies (PDCAT ’ 22), December, 2022, Sendai, Japan

Akihiro Tabuchi, Koichi Shirahata, Masafumi Yamazaki, Akihiko Kasagi, Takumi
Honda, Kouji Kurihara, Kentaro Kawakami, Tsuguchika Tabaru, Naoto Fukumoto,
Akiyoshi Kuroda, Takaaki Fukai and , “The 16,384-node Parallelism of
3D-CNN Training on An Arm CPU based Supercomputer”, 28th IEEE International
Conference on High Performance Computing, Data, and Analytics (HiPC2021),
Nov, 2021

Rupak Roy, , Subhadeep Bhattacharya, Xingang Fang, Yasumasa Joti,
Takaki Hatsui, Toshiyuki Hiraki, Jian Guo and Weikuan Yu, “ Compression of
Time Evolutionary Image Data through Predictive Deep Neural Networks ”, In the
proceedings of the 21 IEEE/ACM International Symposium on Cluster, Cloud and
Internet Computing (CCGrid 2021), May, 2021

Tiangi Xu, and Satoshi Matsuoka, “Explorations of Data Swapping on
Burst Buffer”, The 24th IEEE International Conference on Parallel and Distributed
Systems (ICPADS 2018), Sentosa, Singapore, Dec, 2018. (Acceptance rate: 37.7%,
97/257) (Selected poster presentation: 18.6%, 18/97)

Yue Zhu, Fahim Chowdhury, Huansong Fu, Adam Moody, Kathryn Mohror,

and Weikuan Yu, “Entropy-Aware |/O Pipelining for Large-Scale Deep Learn-
ing on HPC Systems”, IEEE International Symposium on the Modeling, Analysis,
and Simulation of Computer and Telecommunication Systems (MASCOTS 2018),
Milwaukee, WI, September 2018.

Teng Wang, Adam Moody, Yue Zhu, Kathryn Mohror, , Tanzima
Islam and Weikuan Yu, “MetaKV: A Key-Value Store for Metadata Management
of Distributed Burst Buffers”, In Proceedings of the International Conference on
Parallel and Distributed Processing Symposium 2017 (IPDPS2017), Orlando, USA,
May, 2017.
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PPoPP2017

ICPADS2016

SC16

SC15

IPDPS2015

CCGrid2014

IPDPS2014

SC12

SC12

, Dong H. Ahn, Ignacio Laguna, Gregory L. Lee, Martin Schulz and
Christopher M. Chambreau, “Noise Injection Techniques for Reproducing Subtle and
Unintended Message Races”, Proceedings of the 20th ACM SIGPLAN Symposium
on Principles and Practice of Parallel Programming (PPoPP17), Austin, USA, Feb,
2017. (Acceptance rate: 22.0%, 29/132)

Tiangi Xu, and Satoshi Matsuoka, “CloudBB: Scalable /O Accelerator
for Shared Cloud Storage”, The 22nd IEEE International Conference on Parallel and
Distributed Systems (ICPADS 2016), Wuhan, China, Dec, 2016. (Acceptance rate:
29.9%, 123/412)

Teng Wang, Kathryn Mohror, Adam Moody, and Weikuan Yu “An
Ephemeral Burst-Buffer File System for Scientific Applications”, In Proceedings of
the International Conference on High Performance Computing, Networking, Storage
and Analysis 2016 (SC16), Salt Lake City, USA, Nov, 2016. (Acceptance rate:
18.4%, 82/446)

, Dong H. Ahn, Ignacio Laguna, Gregory L. Lee and Martin Schulz,
“Clock Delta Compression for Scalable Order-Replay of Non-Deterministic Parallel
Applications”, In Proceedings of the International Conference on High Performance
Computing, Networking, Storage and Analysis 2015 (SC15), Austin, USA, Nov,
2015. (Acceptance rate: 22.1%, 79/358)

Naoto Sasaki, , Toshio Endo and Satoshi Matsuoka, “Exploration of
Lossy Compression for Application-level Checkpoint/Restart”, In Proceedings of the
International Conference on Parallel and Distributed Processing Symposium 2015
(IPDPS2015), Hyderabad, INDIA, May, 2015. (Acceptance rate: 21.8%, 108/496)

, Kathryn Mohror, Adam Moody, Todd Gamblin, Bronis R. de Supin-
ski, Naoya Maruyama and Satoshi Matsuoka, “A User-level InfiniBand-based File
System and Checkpoint Strategy for Burst Buffers”, In Proceedings of the 14th
IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CC-
Grid2014), Chicago, USA, May, 2014. (Acceptance rate: 19.1%, 54/283)

, Adam Moody, Kathryn Mohror, Todd Gamblin, Bronis R. de Supinski,
Naoya Maruyama and Satoshi Matsuoka, “FMI: Fault Tolerant Messaging Interface
for Fast and Transparent Recovery”, In Proceedings of the International Conference
on Parallel and Distributed Processing Symposium 2014 (IPDPS2014), Phoenix,
USA, May, 2014. (Acceptance rate: 21.1%, 114/541)

, Adam Moody, Kathryn Mohror, Todd Gamblin, Bronis R. de Supinski,
Naoya Maruyama and Satoshi Matsuoka, “Design and Modeling of a Non-blocking
Checkpointing System”, In Proceedings of the International Conference on High
Performance Computing, Networking, Storage and Analysis 2012 (SC12), Salt Lake,
USA, Nov, 2012. (Acceptance rate: 21.2%, 100/472)
Akira Nukada, and Satoshi Matsuoka, “Scalable Multi-GPU 3-D FFT
for TSUBAME 2.0 Supercomputer”, In Proceedings of the International Conference

on High Performance Computing, Networking, Storage and Analysis 2012 (SC12),
Salt Lake, USA, Nov, 2012. (Acceptance rate: 21.2%, 100/472)
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SC11

IEEE TIFS
2023

STAM
2023

ELSEVIER
2022

IEEE TBD
2022

IEEE TVT
2022

[JHPCA
2019

[JHPCA
2019

JSFI
2018

Naoya Maruyama, Tatsuo Nomura, , and Satoshi Matsuoka, “Physis:
An Implicitly Parallel Programming Model for Stencil Computations on Large-Scale
GPU-Accelerated Supercomputers”, In Proceedings of the International Conference
on High Performance Computing, Networking, Storage and Analysis 2011 (SC11),
Seattle, USA, Nov 2011. (Acceptance rate: 21.0%, 74/352)

Taiyu Wang, Qinglin Yang, Kaiming Zhu, Junbo Wang, Chunhua Su,

, “LDS-FL: Loss Differential Strategy based Federated Learning for Privacy
Preserving, ” in IEEE Transactions on Information Forensics and Security, doi:
10.1109/TIFS.2023.3322328., 2023

Satoru Hamamoto, Masaki Oura, Atsuomi Shundo, Daisuke Kawaguchi, SatoruYa-
mamoto, Hidekazu Takano, Masayuki Uesugi, Akihisa Takeuchi, Takahirolwai, Ya-
suo Seto, Yasumasa Joti, , Keiji Tanaka & Takaki Hatsui, Demon-
stration of efficient transfer learning in segmentation problem in synchrotron radi-
ation X-ray CT data for epoxy resin, Science and Technology of Advanced Materi-
als: Methods, DOI: 10.1080,/27660400.2023.2270529, 2023 (Selected as Editor ’ s
Choice Collection)

Xi Zhu, Junbo Wang, Wuhui Chen, , “Model compression and privacy
preserving framework for federated learning”, Future Generation Computer Systems,
2022, ISSN 0167-739X, https://doi.org/10.1016/j.future.2022.10.026

Amitangshu Pal, Junbo Wang, Yilang Wu, Krishna Kant, Zhi Liu, ,
Social Media Driven Big Data Analysis for Disaster Situation Awareness: A Tutorial
” in IEEE Transactions on Big Data, doi: 10.1109/ TBDATA.2022.3158431, Mar.,
2022

Feiyuan Liang, Qinglin Yang, Ruigi Liu, Junbo Wang, , Jian
Guo, “Semi-Synchronous Federated Learning Protocol with Dynamic Aggrega-
tion in Internet of Vehicles,” in IEEE Transactions on Vehicular Technology, doi:
10.1109/TVT.2022.3148872, Feb., 2022

, lgnacio Laguna, Gregory L Lee, Martin Schulz, Christopher M Cham-
breau, Simone Atzeni, Michael Bentley, Ganesh Gopalakrishnan, Zvonimir Raka-
maric, Geof Sawaya, Joachim Protze, and Dong H Ahn. 2019. Pruners: Provid-
ing reproducibility for uncovering non-deterministic errors in runs on supercom-
puters. Int. J. High Perform. Comput. Appl. 33, 5 (Sep 2019), 777-783.
DOl:https://doi.org/10.1177/1094342019834621
Chapp, D., Rorabaugh, D., , Ahn, D. H., & Taufer, M. (2019). A
three-phase workflow for general and expressive representations of nondeterminism
in HPC applications. The International Journal of High Performance Computing
Applications, 33(6), 1175-1184.

Dylan Chapp, , Dong H. Ahn and Michela Taufer, “Record-and-Replay

Techniques for HPC Systems: A Survey”, Supercomputing Frontiers and Innova-
tions (180102) 2018

& kento.sato@riken. jp o @ http://kento.github.io e February 11, 2024



APDCM
2023

(in
IPDPS2023)

MLHPC 2021
(in SC21)

HPS'20
(in
IPDPS2020)

ROSS 2018
(in HPDC
2018)

CRE2017
(in SC17)

PDSW-
DISCS
2017

(in SC17)

Workshop

Fu Xiang, Hao Tang, Huimin Liao, Xin Huang, Wubiao Xu, Shimeng Meng, Weiping
Zhang, Luanzheng Guo and Kento Sato, “ A High-dimensional Algorithm-Based
Fault Tolerance Scheme,” APDCM 2023, IEEE International Parallel and Dis-
tributed Processing Symposium Workshops (IPDPSW), St. Petersburg, Florida
USA, 2023, DOI: 10.1109/IPDPSW59300.2023.00061

Steven Farrell, Murali Emani, Jacob Balma, Lukas Drescher, Aleksandr Drozd, An-
dreas Fink, Geoffrey Fox, David Kanter, Thorsten Kurth, Peter Mattson, Dawei
Mu, Amit Ruhela, , Koichi Shirahata, Tsuguchika Tabaru, Aristeidis
Tsaris, Jan Balewski, Ben Cumming, Takumi Danjo, Jens Domke, Takaaki Fukai,
Naoto Fukumoto, Tatsuya Fukushi, Balazs Gerofi, Takumi Honda, Toshiyuki Ima-
mura, Akihiko Kasagi, Kentaro Kawakami, Shuhei Kudo, Akiyoshi Kuroda, Maxime
Martinasso, Satoshi Matsuoka, Kazuki Minami, Prabhat Ram, Takashi Sawada,
Mallikarjun Shankar, Tom St. John, Akihiro Tabuchi, Venkatram Vishwanath, Mo-
hamed Wahib, Masafumi Yamazaki, Jungi Yin and Henrique Mendonca, “MLPerf
HPC: A Holistic Benchmark Suite for Scientific Machine Learning on HPC Sys-
tems 7, The Workshop on Machine Learning in High Performance Computing En-
vironments (MLHPC) 2021 in conjunction with SC21, Nov, 2021

Tonmoy Dey, , Bogdan Nicolae, Jian Guo, Jens Domke, Weikuan Yu,
Franck Cappello, and Kathryn Mohror. 2020. “Optimizing Asynchronous Multi-
Level Checkpoint/Restart Configurations with Machine Learning.” The IEEE Inter-
national Workshop on High-Performance Storage, May, 2020

Yue Zhu, Teng Wang, Kathryn Mohror, Adam Moody, , Muhib Khan
and Weikuan Yu, “Direct-FUSE: Removing the Middleman for High-Performance
FUSE File System Support”, The 8th International Workshop on Runtime and
Operating Systems for Supercomputers (ROSS 2018) in conjunction with the 27th
International Symposium on High-Performance Parallel and Distributed Computing
(HPDC 2018), Tempe, Arizona, USA, 2018.

, Ilgnacio Laguna, Gregory L. Lee, Martin Schulz, Christopher M. Cham-
breau, Dong H. Ahn, Simone Atzeni, Michael Bentley, Genesh Gopalakrishnan,
Zvonimir Rakamaric, Geof Sawaya and Joachim Protze, “PRUNERS: Providing Re-
producibility for Uncovering Non-deterministic Errors in Runs on Supercomputers”
(WIP talk), Computational Reproducibility at Exascale (CRE) at Supercomputing
2017 (SC17), Denver, USA, Nov, 2017.

Yue Zhu, Teng Wang, Kathryn Mohror, Adam Moody, , Muhib Khan
and Weikuan Yu, “Direct-FUSE: Removing the Middleman for High-Performance
FUSE File System Support” (WIP talk), 2nd Joint International Workshop on Par-
allel Data Storage and data Intensive Scalable Computing Systems (PDSW-DISCS)
at Supercomputing 2017 (SC17), Denver, USA, Nov, 2017.

Kevin Brown, Tiangi Xu, Keita lwabuchi, , Adam Moody, Kathryn

(in ICDCS2017)Mohror, Nikhil Jain, Abhinav Bhatele, Martin Schulz, Roger Pearce, Maya Gokhale

and Satoshi Matsuoka, "Accelerating Big Data Infrastructure and Applications (On-
going collaboration)", The 1st US-Japan Workshop on Collaborative Global Re-
search on Applying Information Technology in conjunction with The 37th IEEE
International Conference on Distributed Computing Systems (ICDCS 2017), At-
lanta, USA, June, 2017
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ExaMPI15
(in SC15)

EPForDM2015

(in EDBT)

FTXS2013

Aiman Fang, Ignacio Laguna, , Tanzima Islam and Kathryn Mohror,
“ Fault Tolerance Assistant (FTA): An Exception Handling Approach for MPI Pro-
grams” (Hot topic), Workshop on Exascale MPI (ExaMPI15) at Supercomputing
2015 (SC15), Austin, USA, Nov, 2015.

Moshe Gabel, , Daniel Keren, Satoshi Matsuoka and Assaf Schuster,
“Latent Fault Detection With Unbalanced Workloads”, Event Processing, Forecast-
ing and Decision-Making in the Big Data Era 2015 (EPForDM2015) in conjunc-
tion with the 18th International Conference on Extending Database Technology
(EDBT), Brussels, Belgium, March, 2015.

Takafumi Saito, , Hitoshi Sato and Satoshi Matsuoka, “Energy-aware

(in HPDC2013)1/0 Optimization for Checkpoint and Restart on a NAND Flash Memory System”,

Cloud2009

(in CC-

Grid2009)

R-CCSIS24

R-CCSIS24

SC23

APNet'23

ISC23

R-CCSIS'23

R-CCSIS23

In the Workshop on Fault-Tolerance for HPC at Extreme Scale 2013 (FTXS2013)
in conjunction with the International Symposium on High Performance Parallel and
Distributed Computing (HPDC13), New York, USA, June, 2013.

, Hitoshi Sato and Satoshi Matsuoka, “A Model-Based Algorithm for
Optimizing | /O Intensive Applications in Clouds using VM-Based Migration”, In the
International Workshop On Cloud Computing (Cloud2009) in conjunction with the
International Symposium on Cluster Computing and the Grid 2009 (CCGrid2009),
Shanghai, China, May, 2009.

Andrés Rubio Proafio and , “ Power Consumption Metric on Hetero-
geneous Memory Systems”, the 6th R-CCS International Symposium (RCCS-1S6),
Kobe, Japan, Feb. 2024

Amarjit Singh and , “ Research and Development of an Infrastructure
for Big Data Collection, Analysis, and Utilization in Large Scale Research Facilities”,
the 6th R-CCS International Symposium (RCCS-I1S6), Kobe, Japan, Feb. 2024

Isita Talukdar, Amarijit Singh, Robert Underwood, , Weikuan Yu, “Inte-
grating TEZIP into LibPressio: A Case Study of Integrating a Dynamic Application
into a Static C Environment ”, In Proceedings of the International Conference
on High Performance Computing, Networking, Storage and Analysis 2023 (SC23),
Research Poster, Denver, USA, Nov, 2023 (Poster).

Steven W. D. Chien, , Artur Podobas, Niclas Jansson, Stefano Markidis
and Michio Honda, “Improving Cloud Storage Network Bandwidth Utilization of
Scientific Applications ”, 7th Asia-Pacific Workshop on Networking, June, 2023

Amarjit Singh and , "Development of an Infrastructure for Big Data
Collection, Analysis, and Utilization in Large Scale Research Facilities ” , 9th IEEE
International Smart Cities Conference 2023 (ISC23), May, 2023

Andrés Rubio Proafio and ,“ Power Consumption Metric on Hetero-
geneous Memory Systems” , the 5th R-CCS International Symposium (RCCS-1S5),
Kobe, Japan, Feb. 2023

Amarjit Singh and , “Research and Development of an Infrastructure
for Big Data Collection, Analysis, and Utilization in Large Scale Research Facilities”,
the 5th R-CCS International Symposium (RCCS-IS5), Kobe, Japan, Feb. 2023
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R-CCSIS'22

R-CCSIS21

SC19

SC19

SC18

ISC 2018

SC17

SC17

SC15

SC15

Takaki Fukai, “ Measurement of 1/O Performance on a Hierarchical
File System for Distributed Deep Neural Network ” , the 4th R-CCS International
Symposium (RCCS-1S4), Kobe, Japan, Feb. 2021 (Lightning Presentation)

Takaaki Fukai, , “Measurement of 1/O performance for distributed
deep neural networks on Fugaku”, The 3rd R-CCS International Symposium, Feb,
2021

Tonmoy Dey, , Jian Guo, Bogdan Nicolae, Jens Domke, Weikuan
Yu, Franck Cappello and Kathryn Mohror, “Optimizing Asynchronous Multi-level
Checkpoint/Restart Configurations with Machine Learning”, In Proceedings of the
International Conference on High Performance Computing, Networking, Storage
and Analysis 2019 (SC19), Regular Poster, Denver, USA, Nov, 20109.

Rupak Roy, , Jian Guo, Jens Domke and Weikuan Yu, “Improving Data
Compression with Deep Predictive Neural Network for Time Evolutional Data”,
In Proceedings of the International Conference on High Performance Computing,
Networking, Storage and Analysis 2019 (SC19), Regular Poster, Denver, USA, Nov,
2019.

Yue Zhu, Fahim Chowdhury, Huansong Fu, Adam Moody, Kathryn Mohror,

and Weikuan Yu, “Multi-Client DeeplO for Large-Scale Deep Learning on
HPC Systems”, In Proceedings of the International Conference on High Performance
Computing, Networking, Storage and Analysis 2018 (SC18), Regular Poster, Dallas,
USA, Nov, 2018. (Acceptance rate: 56%, 93/165)

Tiangi Xu, and Satoshi Matsuoka, “HuronFS: Hierarchical, User-level
and On-demand Burst Buffer File System”, In Proceedings of the International
Supercomputing Conference (ISC 2018), Frankfurt, Germany, USA, June, 2018

Tiangi Xu, and Satoshi Matsuoka, “ A Simulation-Based Analysis
on the Configuration of the Burst Buffer”, In Proceedings of the International
Conference on High Performance Computing, Networking, Storage and Analysis
2017 (SC17), Regular Poster, Denver, USA, Nov, 2017. (Acceptance rate: 58%,
98/169)

Dylan Chapp, , Dong H. Ahn and Michela Taufer, “Towards Capturing
Nondeterminism Motifs in HPC Applications”, In Proceedings of the International
Conference on High Performance Computing, Networking, Storage and Analysis
2017 (SC17), ACM Student Research Competition Poster, Denver, USA, Nov,
2017. (Acceptance rate: 47%, 28/59)

Tiangi Xu, and Satoshi Matsuoka, “Design and Modelling of Cloud-
based Burst Buffers”, In Proceedings of the International Conference on High Per-
formance Computing, Networking, Storage and Analysis 2015 (SC15), Austin, USA,
Nov, 2015. (Acceptance rate: 44%, 112/253)

Teng Wang, Kathryn Mohror, Adam Moody, Weikuan Yu and ,
“BurstFS: A Distributed Burst Buffer File System for Scientific Applications”, In
Proceedings of the International Conference on High Performance Computing, Net-
working, Storage and Analysis 2015 (SC15), Austin, USA, Nov, 2015. (Acceptance
rate: 44%, 112/253)
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ISC'15

ISC'14

GTC2014

ISC'12

Grid2008

SACSIS2008

Tech report
2021

Tech report
2020

Tech report
2015

Tech report
2014

Tech report
2014

Tech report
2013

& kento.sato@riken.jp o

Tianqgi Xu, and Satoshi Matsuoka, “Towards Cloud-based Burst
Buffers for I/O Intensive Computing in Cloud”, In HPC in Asia Workshop in con-
junction with the International Supercomputing Conference (ISC'15), Frankfurt,
Germany, July, 2015.

Naoto Sasaki, , Toshio Endo and Satoshi Matsuoka, “Exploration
of Application-level Lossy Compression for Fast Checkpoint/Restart”, In HPC in
Asia Workshop in conjunction with the International Supercomputing Conference
(ISC'14), Leipzig, Germany, June, 2014.

, Akira Nukada, Naoya Maruyama and Satoshi Matsuoka , “l/O accel-
eration with GPU for |/O-bound Applications”, GPU Technology Conference 2014,
Mar. 2014.

, Adam Moody, Kathryn Mohror, Todd Gamblin, Bronis R. de Supinski,
Naoya Maruyama and Satoshi Matsuoka, “Towards a Light-weight Non-blocking
Checkpointing System”, In HPC in Asia Workshop in conjunction with the Inter-
national Supercomputing Conference (ISC'12), Hamburg, Germany, June, 2012.

, Hitoshi Sato and Satoshi Matsuoka, “Model-based Optimization for

Data-Intensive Application on Virtual Cluster”, In the International Conference on
Grid Computing (Grid 2008), Tsukuba, Sep, 2008.

e, RRRATR, AR 5 R & % F\W7z Data-Intensive Application 52
ITERBEDMREE T UMEER » o ki) T, el BRI AT 4> Y RY Y
2 (SACSIS2008), Tsukuba, June, 2008.

G B, IR 52, &P TH, Akram Ben Ahmed, , “FPGAIC & 3
TMERAEYV DT I 2L —>a JHHE” | 55180 [0l FFFEIENA ST 4 —< VR
arv¥a—74 v (HPCHIZESR) |, July 2021.

Atsushi Nukariya, Kazutoshi Akao, Jin Takahashi, Naoto Fukumoto, Kentaro
Kawakami, Akiyoshi Kuroda, Kazuo Minami, and Satoshi Matsuoka,
“HPC and Al Initiatives for Supercomputer Fugaku and Future Prospects”, Fujitsu
Technical Review, November, 2020

Tiangi Xu, and Satoshi Matsuoka, “Cloud-based Burst Buffers for
I/O Acceleration”, IPSJ SIG Technical Reports 2015-HPC-150, Beppu, Japan, Aug,
2015.

Tiangi Xu, and Satoshi Matsuoka, “Towards Cloud Bursting for Ex-
treme Scale Supercomputers”, IPSJ SIG Technical Reports 2014-HPC-145, Nigata,
Jul, 2014.
i FNCIN , RO, RS, “ET TV = a v itBi sy —7
Ly MR W F =y 7 R A ¥ b7 =X OIEA[HEAETFE", IPSJ SIG Technical
Reports 2014-HPC-145, Nigata, Jul, 2014

, Satoshi Matsuoka, Adam Moody, Kathryn Mohror, Todd Gamblin,
Bronis R. de Supinski and Naoya Maruyama, “Burst SSD Buffer: Checkpoint Strat-

egy at Extreme Scale”, IPSJ SIG Technical Reports 2013-HPC-141, Okinawa, Sep,
2013.
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Tech report
2013

SWoPP 2012

HOKKE-19

SWoPP2008

2012

2011

arXiv

2023

2023

2023

2023

2023

Kahd] B, | EIEER Y R — L 2o a Iz [ENT i E M o 3
fifi — TSUBAME2.0 2 filic LT —", IPSJ SIG Technical Reports 2013-HPC-141,
Okinawa, Sep, 2013.

, Adam Moody, Kathryn Mohror, Todd Gamblin, Bronis R. de Supin-
ski, Naoya Maruyama and Satoshi Matsuoka, “Design and Modeling of an Asyn-
chronous Checkpointing System”, IPSJ SIG Technical Reports 2012-HPC-135
(SWoPP 2012), Tottori, Aug, 2012.

, Adam Moody, Kathryn Mohror, Todd Gamblin, Bronis R. de Supinski,
Naoya Maruyama and Satoshi Matsuoka, “Towards an Asynchronous Checkpointing
System”, IPSJ SIG Technical Reports 2011-ARC-197 2011-HPC-132 (HOKKE-19),
Hokkaido, Nov, 2011.

R, KARAHR, “RAE 27 5 A & % W7z Data-Intensive Application 52
TR OMEREE 7OV L (b, Wi, e T B 2~ —v — 2
> av 7 (SWoPP2008), Saga, Aug, 2008.

,/Adam Moody,Kathryn Mohror,Todd Gamblin,Bronis R. de Supinski,
Naoya Maruyama and Satoshi Matsuoka, “Design and Modeling of a Non-Blocking
Checkpoint System”, In ATIP - A¥*CRC Workshop on Accelerator Technologies in
High Performance Computing, Singapore, March, 2012.

, Hitoshi Sato and Satoshi Matsuoka “Orchestrated Data Processing
Acceleration for Data-Intensive Applications by using VM-based Migration”, The
1st Data Intensive Science Workshop, Tokyo, March, 2011.

Takahiro Hirofuchi, Takaaki Fukai, Akram Ben Ahmed, Ryousei Takano and Kento
Sato, “METICULOUS: An FPGA-based Main Memory Emulator for System Soft-
ware Studies ” , Sep., 2023, arXiv:2309.06565

, “ System Software Research — The FugakuNext Supercomputer and
Synchrotron Radiation Facilities ”, WSSP36 (36th Workshop on Sustained Simu-
lation Performance), December 11, 2023

, CR=N—a VB a—ARb 5T AlOF 7, 2023 FFER a vt
IF—HOTAHA LS Zovarolth - TEfE) 2RT, BT, Ao T, October
14, 2023

DRI DT — Z MR E LR B AT LY 7 by = T HA
PCC Y —7 > avy 7in KFR 2023, June 22, 2023

, "Feasibility Study at the System Software and Library Research
Group", The 5th R-CCS International Symposium, February 6, 2023

7 TRAEAE TR R 2 AL BULEARFTF — 2 S AT LY
7 F GOER ", BUERANGETE D RIR 2022 FERE TEFH) NEXT NOHkEL 3
TED2 B AR, January 20, 2023
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2022

2022

2022

2022

2021

2021

2021

2020

2020

2019

2019

2019

2019

2019

2018

2018

VU TEE 2D LIRS — XY 257 A7 [ERLIRS S
eI —20228 1200 MEE] » 280 U HfiOREE ) , December 13, 2022

, ReMPI: A Record-and-Replay Tool for Debugging Non-Deterministic
MPI Applications, SuperCheck@5C22, November 14, 2022

.~ The Supercomputer Fugaku - Al and Big Data”, A Workshop on

Modeling Materials at Realistic time Scales via Optimal Exploitation of Exascale
Computers and Artificial Intelligence, July 25, 2022

, CR=RN—ara—& TEiE) - MREEEMEE S X 74 -7 58
27 Bl AT IR R A — T > 7 HF I v 7+ v ¥ a ¥ (ATOS27), January 21, 2022

;B KRRy R C 7, %8 1 (8 SPring-8 7 — & 7 — 2
> ay 7 (SPring-8 7— &t > X —#RIC BT 5 7 — X fENraE /1 D5#{t), December
13, 2021

, “High Performance Big Data Systems for Extreme-scale Data Science
on Fugaku ” , International Workshop on the Integration of Simulation + Data +
Learning: Towards Society5.0 by h3-Open-BDEC, November 30, 2021
, CR=R—ara—& TERE) - HFREEEEREE S X 74 -7,
55 4 [BIBSICEE L5 s (MLSE B 578 2021) |, June 2, 2021 (Online)
, "High Performance System Software Enabling Convergence of Al, Big
data and HPC", ADAC9 Workshop, September, 2020

, "Convergence of AlI/BD and HPC - Data compression and
DL4Fugaku”, Inauguration Meeting of Synchrotron for Neuroscience — an Asia
Pacific Strategic Enterprise (SYNAPSE), Singapore, January, 2020)

C U TEE ALFIHOREE", In 55 14 [@ Al 9 — ¥ 282, Tokyo,
December, 2019.

“EMEREY Y 7T = SR RA b A= T RRIAI 7 SV = a
VHEHT", In JACORN (JApan Consortium for the Reconfigurable-hardware Next
generation), October, 20109.

, “Convergence of Al/Big data and HPC", In 4th International Sym-
posium on Research and Education of Computational Science (RECS), October,
20109.

, “High performance Al training on SVE/A64FX", In Arm HPC User
Group (AHUG) at SC19, November, 2019.

, “Al for HPC - Data Compression and System Software Optimization”,
In France-Japan-Germany trilateral workshop: Convergence of HPC and Data Sci-
ence for Future Extreme Scale Intelligent Applications, November, 2019.

“PRUNERS: Providing Reproducibility for Uncovering Non-
Deterministic Errors in Runs on Supercomputers”, JOWOG(PMCD) Meeting, Al-
buquerque, USA, February, 2018.

, “Debugging/Testing Non-deterministic MPI Applications”, ECP 2nd
Annual Meeting, Knoxville, USA, February, 2018.
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2018

2016
2016

2015

2014

2014
2014

2013

2013

2009

2023

2013

Doctoral

Degree
(2014)

, “ReMPI: MPI Record-and-Replay Tool for Debugging/Testing Non-
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