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HPC"at"Extreme"scale"
•  "Exponen3al"growth"in"computa3onal"power"

–  Enables""finer"grained""scien3fic"simula3ons"

"

•  As"system"size"increases,"Power/Energy"consump3on"and"Fault"
tolerant"are"recognized"as"the"most"significant"concern"towards"
“Extreme"scale”""
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Power"consump3on"and"Failures"on"
HPC"systems"

•  In"such"a"big"system,"overall"
failures"rate"increases"
accordingly"
–  TSUBAME2.0:"MTBF"="14"hours"

"

"

"

•  In"future"exascale"system,"
MTBF"is"projected"to"shrink"
to"a"few"hours"

3"

•  Current"supercomputers"
consume"already"huge"
amount"of"power"

"
"

"

"

"

"

•  In"future"exascale"system,"it’s"
projected"to"consume"20MW"

TSUBAME2.0"(2011)� 1.3"MW"

Titan"(2012)" 8.2"MW"

TianheZ2"(2013)� 17.8"MW"

power consumption TSUBAME2.0 

3"GPUs"2"CPUs" +



Power"consump3on"of"I/O"

•  Applica3ons"are"required"to"write"
checkpoints"more"frequently"to"
survive"such"failures"with"lower"
energy"consump3on"

•  During"I/O"opera3on,"compu3ng"
nodes"perform"less"computa3on"but"
consume"rela3vely"much"power""
–  HDD"&"SSD"consume"power"over"

half"of"computa3on"

–  ioDrive"consumes"almost""same"
amount"of"power"of""computa3on""
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SSD" Intel"SSD"320"Series"600GB,"
SSDSA2CW600G3K5"
(Sequen3al"read/write:"270/220"[MB/s]")""

PCIeZajached""
flash"memory"

FusionZio"ioDrive"MLC"320GB"
"(Read/Write"bandwidth:"735/510"[MB/s]")""

•  Power/EnergyZaware"I/O"is"becoming"significant"towards"extreme"scale"
""""ó"Focus"on"minimizing"energy"consump3on" 4"



Goal,"Proposal"and"Contribu3on"

•  Goal:""EnergyZaware"I/O"op3miza3on"for"checkpoint"and"
restart"

•  Proposal:"Profile/ModelZbased"op3miza3on"using"DVFS"+"
dynamic"I/O"parallelism"
–  "I/O"Profile:""To"predict"power/performance,"extract"power/

performance"trend"from"preliminary"exp."under""different"CPU"
frequencies"+"I/O"parallelism"

–  Op3miza3on:""Based"on"the"I/O"profile,"decide"op3mal"CPU"frequency"
+"parallelism"to"minimize"energy""by"using"a"checkpoint"Markov"model"

•  Contribu-on:""
–  Experimental"studies"showed"

•  Improve"a"whole"machine"energy"consump3on"by"1.5"%"in"SSD,"4.7%"in"ioDrive"
system"by"only"minimizing""energy"of"I/O"

•  Especially,"more"than"2x"of"improvement"of"write"opera3on"in"ioDrive""
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Outline"

•  Introduc3on"
•  Our"target"checkpoin3ng"scheme"

•  Proposal"
– EnergyZaware"op3miza3on"based"on"
checkpoin3ng"model"

–  I/O"profile"crea3on"
•  Experiment"

•  Conclusion"
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Scalable"Diskless"Checkpoin3ng"
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PFS checkpoint 

XOR checkpoint 

TSUBAME2.0 checkpoint time estimation 

Generally,"checkpoints"are"wrijen"to"reliable"shared"PFS,"but"…"
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•  Diskless"checkpoin3ng"
–  Create"redundant"data"across"nodeZ

local"storages"using"an"erasure"
encoding"technique"such"as"XOR"

–  Can"restore"lost"checkpoints"on"a"
failure"like"RAIDZ5"technology"

–  Scalable,"and"known"as"promising"
approach"towards"extreme"scale"

•  PFS"checkpoin3ng"
–  Cause"huge"overhead"
–  e.g.")"TSUBAME2.0"(1402nodes)"
=>"3"hours"to"write"all"checkpoints"

XOR checkpoint 

Scalable 



Flash"memory:"I/O"accelerator"

•  To"accelerate"I/O"and"diskless"checkpoin3ng,"
several"systems"employed"SSD"for"nodeZlocal"
storage"
–  TSUBAME2.0@Tokyo"Tech:"174TB"""
–  Gordon@SDSC:"256TB"

•  Recently,"FusionZio’s"ioDrive"is"gathering"
ajen3on"for"bigZdata"processing"by"the"high"
IOPS"and"bandwidth"

•  Those"technologies"are"promising"for"
accelera3ng"diskless"checkpoin3ng"
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Solid state drives remove latency found in traditional hard drives by removing seek time. They provide 
high performance data access, high reliability, low power, and are interface-compatible with 
traditional disk drives connected to a SATA controller. This allows benchmarking and direct 
comparison of their performance with that of disk drives to determine their suitability in various 
application environments. 

The overall performance of a traditional disk drive is influenced by the disk access time, or latency, 
which is the total time required by the system to retrieve data from the drive. Disk drive latency is the 
sum of the seek time, rotational delay, and transfer time. With SSDs, there is no seek time or 
rotational delay. Latency is primarily a function of the memory access and transfer times combined 
with controller overhead. 

x Read operations in general should be faster on SSDs than write operations because of the relative 
slowness of NAND program (write) operations. 

x Random reads on SSDs should be exceptionally fast compared to random reads on disk drives, 
since SSDs remove the seek time and rotational delay for each read operation.1 

Disadvantages 
HP Solid State drives provide significantly better performance compared to rotational drives. 
However, because they use the same SATA interface and connect to controllers currently designed for 
rotational drives performance, the controller performance could become a limiting factor until faster 
and SSD-optimized controllers become common. 

Table 1 is a side-by-side comparison of the technical specifications for a HP server SSD, 15K RPM 6G 
SAS hard disk drive and ioDrive. 

Table 1: Comparison of SSD, ioDrives, and HDD performance 

 HP server SSD HP SFF 15K 6G SAS HDD 80 GB ioDrive 

Random reads  >20,000 IO/s 340 IO/s 119,790 IO/s 

Random writes  >5,000 IO/s 300 IO/s 89,549 (75/25 r/w mix) IO/s 

Sequential reads  230 MB/s 160 MB/s 750 MB/s 

Sequential writes  180 MB/s 160 MB/s 500 MB/s 

 

Using these technologies, HP Solid State drives for servers are able to achieve a level of reliability 
equivalent to or slightly greater than current HP Midline disk drives for servers. 

                                                
1 http://h20000.www2.hp.com/bc/docs/support/SupportManual/c01580706/c01580706.pdf?jumpid=reg_R1002_USEN  

Source:"HP,"“A"comparison"of"SSD,"ioDrives,"and"SAS"rota3onal"drives"using"TPCZH"Benchmark”,"Technical"white"paper,"April"2011"

SSD"

ioDrive"

SSD" ioDrive"

in"future"systems"
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Target"checkpoin3ng"scheme"&"
Approach"

"
"

Applica3on"

System"sotware"
(OS,"kernel,"VFS)"

"""""""""""""""""Local"storage"
ioDrive" SSD" HDD"

•  We"target"diskless"checkpoin3ng"using"a"nodeZlocal"storage"
such"as"ioDrive,"SSD"and"HDD"

•  Aim"energy"efficient"checkpoin3ng"by"dynamically"changing"
CPU"frequency"and"I/O"parallelism"

Approach"

Dynamically"change""
I/O"configura3ons"

1.  CPU"frequency"
2.  I/O"parallelism"

Compute"nodes"

Dynamic"CPU"
frequency"

Checkpoint"

Dynamic"I/O"
parallelism"
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Challenges"on"this"approach"
•  Determining"op3mal"CPU"frequency"and"I/O"
parallelism"is"not"easy"

Challenges"

1.  Different"power/performance"behavior"under"
different"CPU"frequency"and"parallelism"
–  ioDrive"has"different"behavior"compared"to"SSD"and"HDD"

"

2.  Resiliency"considera3on"
"
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Impact"by"CPU"frequency"

•  If"decrease"CPU"frequency,"I/O"throughput"of"ioDrive"is"degraded"

•  ioDrive"relies"on"CPU"cores"for"
–  Grooming:"a"garbage"collector"that"preZerases"unused"blocks"in"background"

to"accelerate"future"write"opera3on"

–  Wear%leveling:"a"balanced"write"technique"to"extend"the"life3me"of"a"device""

"
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CPU" AMD"Opteron"Processor"6172"(12"cores)"×"4"sockets"

Memory" DDR3Z1333"SDRAM"DIMM"(128GB)""

HDD" Fujitsu"MHZ2500B"(rpm:4200,"seek:12ms")"

SSD" Intel"SSD"320"Series"600GB,"SSDSA2CW600G3K5"
(Sequen3al"read/write:"270/220"[MB/s]")""

PCIeZajached""
flash"memory"

FusionZio"ioDrive"MLC"320GB"
"(Read/Write"bandwidth:"735/510"[MB/s]")""

Machine"spec"
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Impact"by"I/O"parallelism"
•  In"HDD"&"SSD,"I/O"throughput"decrease"because"of"

conten3on"among"I/O"processes"
•  In"ioDrive,"

–  1Z8""procs:"I/O"throughput"increase"because"a"fewer"number"of"I/
O"processes"cannot"u3lize"bandwidth"of"ioDrive"

–  8Z48"procs:"I/O"throughput"decrease"because"of"conten3on"
among"I/O"processes"
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Challenges"on"this"approach"
•  Determining"op3mal"CPU"frequency"and"I/O"
parallelism"is"not"easy"

1.  Different"power/performance"behavior"under"
different"CPU"frequency"and"parallelism"
–  ioDrive"has"different"feature"compared"to"SSD,"HDD"

"

2.  Resiliency"considera3on"
"

Challenges"
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Resiliency"considera3on""

•  If"we"set"to"minimal"CPU"frequency"and"I/O"parallelism,"we"can"
reduce"power"but"checkpoint"3me"can"increase,"which"results"in:""
–  Increasing"reZexecu3on"3me:"Prolonged"checkpoint"3me"has"high"probability"to"

encounter"a"failure"during"the"checkpoint"

–  Losing"effec3ve"run3me:"Prolonged"checkpoint"3me"takes"up"more"effec3ve"
run3me""
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ReZexecu3on"
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Challenges"on"this"approach"
•  Determining"op3mal"CPU"frequency"and"I/O"
parallelism"is"not"easy"

Challenges"

1.  Different"power/performance"behavior"under"
different"CPU"frequency"and"parallelism"
–  ioDrive"has"different"feature"compared"to"SSD,"HDD"

ó"I/O"profiling"technique"

2.  Resiliency"considera3on"
ó"EnergyZaware"op3miza3on"based"on"checkpoin3ng"model"
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Outline"

•  Introduc3on"
•  Our"target"checkpoin3ng"scheme"

•  Proposal"
– EnergyZaware"op3miza3on"based"on"
checkpoin3ng"model"

–  I/O"profile"crea3on"
•  Experiment"

•  Conclusion"
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Checkpoin3ng"Markov"model"

•  Applica3on"state"can"be"
described"as"Markov"
model"with"three"states"

•  If"no"failure,"can"transi3on"
across"compute""and"
checkpoint"states"in"
sequence"

•  If"failure"happens,"
transi3ons"to"Restart"
state,"rollback"to"the"last"
compute"state"ater"
recovery"

Compute" Checkpoint"

state"A" state"C"TA TC

Checkpoint"Checkpoint" failur
e"

failur
e"failur

e"

N. Vaiday’s 
checkpointing 

model 

Restart"

state"R"

TR

failur
e"

failur
e"

failur
e"
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EnergyZaware"Op3miza3on"
•  Given"a"system"failure"rate"λ,"the"Vaidya’s"model"gives"

expected"3me"of"each"state"as"follows:""

•  By"compu3ng"sum"of"the"products"of"expected"3mes"and"
powers,"we"can"get"expected"energy"consump3on"

•  To"compute"the"energy,""we"need"to"know"3me"and"power"
consump3on"of"checkpoint/restart,"so"we"create"I/O"profile""

J = TA ⋅WA +TC ⋅WC +TR ⋅WR

Expected"{run"|"I/O}"3me" Power"

TA = λ
−1eλ TC+TR( ) eλTA −1( )

TC = λ
−1 eλTC −1( )

TR = λ
−1 eλTC −1( ) eλTR −1( )

WA

WC

WR

Compute"

Checkpoi
nt"

Restart"

x"

x"

x"
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I/O"profile"crea3on"
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•  To"create"I/O"profile,"measure"power"and"throughput"
under"different"I/O"se}ngs"
ó"Given"I/O"parameters,"we"can"es3mate"power"and"throughput"

f : (T,D,P,FV )
  → (W,Th)

I/O"profile"
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I/O"request"

I/O"devices"

Summary"of"the"energyZaware"
op3miza3on"

Find"op3mal"#"of"procs"and"CPU"freq"by"looking"up"I/O"
profile"to"minimize"energy"
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f : (T,D,P,FV )
  → (W,Th)

Op3miza3on"model" I/O"profile"

Find  p p : #  of procs( )
f f : CPU freq( )

s.t. 
J = TA ⋅WA +TC ⋅WC +TR ⋅WR

minimize  J
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Design"overview""
"""""""""""""""""of"EnergyZaware"I/O"system"

"
"

ô"

Applica3on"

System"sotware"
(OS,"kernel,"VFS)"

"""""""""""""""""Local"storage"
ioDrive" SSD" HDD"

•  This"work"inves3gate"how"much"our"energyZaware""
I/O"op3miza3on"can"improve"energy"efficiency"

Provide"I/O"run3me"
between"applica3on"
and"system"sotware"

layer"
cpufreq%

I/O"run3me" I/O"profile"Op3miza3on""

proc"
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Outline"

•  Introduc3on"
•  Our"target"checkpoin3ng"scheme"

•  Proposal"
– EnergyZaware"op3miza3on"based"on"
checkpoin3ng"model"

–  I/O"profile"crea3on"
•  Experiment"

•  Conclusion"
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•  Checkpoint"size:"64GB"per"node"
•  Applica3on’s"power"consump3on"(WA)":""471.1"W"

–  NAS"Parallel"Benchmark"(SP:"Class"C)"

•  Failure"rate:"λ ="1.89"×"10Z5"(MTBF"="14"hours)"

2.4 PFlops"
1442 nodes"
2953 CPU sockets"
4264 GPUs"
197 switches"
58 racks"

TSUBAME2.0, 14th 

 in Top500 (June 2012)"

Failure analysis on TSUBAME2.0 
Period: 1.5 years (Nov 1st, 2010 ~ April 6th  2012) 

Observations: 962 node failures in total 

Compute nodes 

Rack 

PSU 

PFS, Core switch 

Edge switch 
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Experimental"se}ngs"
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Experimental"se}ngs"(cont’d)"
•  Compare"the"proposed"method"(profile"lookup)"with"three"

other"strategies"supported"by"cpufreq%

•  We"use"energy%consump;on%per%unit%;me%for%effec;ve%
applica;on%execu;on%(EPE)"to"compare"the"efficiency"
–  EPE"quan3fy"a"ra3o"of"how"much"energy"is"consumed"to"compute"an"

effec3ve"applica3on"3me"(TA)"

"

Profile"lookup" Proposed"energyZaware"I/O"op3miza3on"method"

Performance" Set"CPU"frequency"to"maximum"supported"frequency"
regardless"of"CPU"usage"

Powersave" Set"CPU"frequency"to"the"lowest"supported"frequency"
regardless"of"CPU"usage"

Ondemand" Adjust"CPU"frequency"according"to"CPU"usage"

Compared"cpufreq"governor"
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Figure 6: Basic unit of checkpoint a markov model

a local storage checkpoint [20]. We model a local storage
checkpoint case as a target checkpoint level.

Figure 6 shows a basic unit of a checkpoint interval. An
application can transition across the basic units in sequence,
while changing the state within a basic unit. TA denotes an
effective application runtime in which the application can
proceed the meaningful work without any extra operations
such as checkpoint/restart, i.e., between the end of the latest
checkpoint and the beginning of the next checkpoint; TC and
TR denote checkpoint and restart times. As described, if a
failure happens, the running application must roll-back to
the latest checkpoint, and compute the same instructions
which may have been done before the failure. Thus, the
actual runtime of the application execution with checkpoint
and restart, i.e., the mean sojourn times of each state (TĀ,
TC̄ and TR̄), may become larger than the ideal runtime, TA.
Given a system failure rate λ, the Vaidya’s model gives each
of the mean sojourn times as follows:

TĀ = λ−1eλ(TC+TR)(eλTA − 1)

TC̄ = λ−1(eλTC − 1)

TR̄ = λ−1(eλTC − 1)(eλTR − 1)

Since we use the Vaidya’s model, we make the same as-
sumptions as in the model. This formula means that an
application costs TĀ + TC̄ + TR̄ of the time to compute for
effective runtime; TA. Here, we call TA as effective runtime
to differentiate from these mean sojourn times. Actually,
given checkpoint time (TC) and failure rate (λ), an optimal
checkpoint interval can be obtained as TA =

p

2 × TC/λ by
the Vaiday’s model. Thus, TĀ, TC̄ and TR̄ are determined
by TC , TR and λ. Based on the model, an expected total
energy consumption in a basic unit, J , can be obtained as
J = TĀ ·WA+TC̄ ·WC +TR̄ ·WR, where WA, WC and WR are
power consumptions of the application runtime, checkpoint
time and restart time in a basic unit, respectively. Here, our
focus in this paper is to optimize the energy consumption by
applying DVFS and by controlling I/O processes for NAND
flash memory devices. Thus, the optimized total energy con-
sumption within a checkpoint interval, Jopt, is obtained as:

Jopt = minimize {J}

Because an application transitions across the same basic

units, we can optimize the total energy consumption by min-
imizing energy consumption of a single basic unit; J. As
described in Section 2.2, checkpoint/restart time (TC/TR)
and the power consumption during the checkpoint/restart
(WC/WR) vary according to CPU frequencies and numbers
of concurrent I/O processes. Based on the I/O profile, we
can find the optimal CPU frequency and the number of I/O
processes for checkpoint/restart to minimize J .

7. EVALUATION

7.1 Evaluation setting
We investigate how much our profile lookup approach can

improve energy consumption by using a checkpoint/restart
technique for NAND flash memory devices. We use 64GB of
a file per a compute node for checkpoint/restart and 471.1
watts of an application’s power consumption in a single com-
pute node, whose parameters are based on SP (Class C) of
NAS Parallel Benchmarks running with 48 processes on a
machine shown in Table 1. We set the system failure rate
to λ = 1.89474×10−5 (MTBF≈14hours), which is the same
parameter as the average failure rate of TSUBAME2.0 in
the year and a half from November 1st 2010 to April 6th
2012. We compare our I/O profile lookup approach to other
DVFS strategies provided by a cpufreq governor: perfor-
mance, powersave and ondemand. Details of each power
save strategy are show in Table 2.

Table 2: Compared cpufreq governor

Performance Set CPU frequency to maximum supported
frequency regardless of CPU usage by cpufreq
driver

Powersave Set CPU frequency to the lowest supported
frequency regardless of CPU usage by cpufreq
driver

Ondemand Adjust CPU frequency according to CPU
usage by cpufreq driver

Profile lookup Adjust CPU frequency and the number of
concurrent I/O processes according to our
energy-aware profile

7.2 Energy efficiency comparison
In order to evaluate the energy efficiency of an applica-

tion execution with checkpoint/restart I/O operations, we
introduce an energy efficiency index for effective application
execution named energy consumption per unit time for effec-
tive application execution (EPE). EPE quantifies how much
energy is consumed for an effective application execution,
i.e., effective runtime, TA, whose expression is described as:

EPE =
TĀ · WA + TC̄ · WC + TR̄ · WR

TA

Figure 7 shows the results of EPE in different DVFS strate-
gies and devices. Here we see that our profile lookup tech-
nique can save 1.5% of energy consumption on SSD, 4.7%
on ioDrive by only considering energy efficiency of I/O op-
erations, because our technique can optimize both CPU fre-
quencies and numbers of I/O processes, and contribute I/O
performance improvement. Table 3 shows the results of CPU
frequencies and numbers of I/O processes selected by our
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Energy"efficiency"comparison"
•  Our"propsed"method"can"save"energy"by"

–  1.5"%"in"SSD,"4.7%"in"ioDrive"by"only"op3mizing"energy"of"I/O"

•  The"efficiency"improvement"is"limited"
–  Applica3on’s"power"consump3on"dominate"the"EPE"

–  In"a"future"extreme"scale,"checkpoint/restart"cost"may"increase,"the"
improvement"will"become"bigger"
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Energy"efficiency"of"sequen3al"I/O"

•  Our"proposed"technique"can"be"applied"to"general"dataZintensive"
applica3ons,"which"conduct"sequen3al"I/O"
–  e.g.)"MapReduce:"word"count"and"inverted"indexing(search"engine)""
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Our"proposed"method"has"a"
more"beneficial"effect"on"I/O"

intensive"applica3ons"
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Summary"of"experiment"
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Figure 1: I/O throughput with different CPU frequen-
cies and devices. (1 process)

Huang et al. [13] proposed energy efficient scheduling al-
gorithm that reduces energy consumption by slacking non-
critical jobs while keeping performance-based service level
agreement. Actually, our approach is independent of the
above techniques. So, by combining those DVFS algorithms
with our I/O profile approach, we can improve energy effi-
ciency of both application runtime and checkpoint/restart.

4. POWER/PERFORMANCEEVALUATION
OF CHECKPOINT/RESTART

Table 1: Node specification

CPU AMD Opteron Processor 6172 (12 cores)
× 4 sockets

Memory DDR3-1333 SDRAM DIMM (128GB)
HDD Fujitsu MHZ2500B

(rpm:4200, seek:12ms )
SSD Intel SSD 320 Series 600GB,

SSDSA2CW600G3K5
(Sequential read/write: 270/220MB/s )

PCIe-attached Fusion-io ioDrive MLC 320GB
flash memory (Read/Write bandwidth: 735/510MB/s )

As a first step for energy-aware checkpoint/restart I/O
optimization, we run a micro benchmark to investigate how
much power consumption and I/O performance may change
by (1) CPU frequencies, (2) numbers of concurrent I/O pro-
cesses, (3) I/O operation types, i.e., read or write, (4) tar-
get storage devices, i.e., HDD, SSD, and PCI-attached flash
devices such as ioDrive. Specification of the machine we
use is shown in Table 1. Specifically, we use Fusion-io’s io-
Drive, a promising I/O device for HPC applications [6], in
this micro benchmark. The micro benchmark divides a 2GB
file into the number of specified processes, and each of the
processes sequentially reads or writes the corresponding file
chunk. The system optimizes energy consumption of check-
point/restart, so we target only sequential read and write
operations with Mbytes and Gbytes order of files.

Figure 1 and Figure 2 show the results of read and write
throughput under the given CPU frequency and power volt-
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Figure 2: Power consumption with different CPU fre-
quencies and devices (1 process)
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Figure 3: I/O throughput with different number of pro-
cesses and devices

age. The number of I/O processes is set to one. We use
cpufreq [5] for scaling CPU frequency and power voltage.
cpufreq is a system software which can adjust CPU fre-
quency and power voltage on the fly. We measure the power
consumption of the entire machine by using OMRON RC
3008 [2], which samples power consumption and can be re-
motely monitored every second. Here, we see that the I/O
performance of HDD and SDD is almost constant for any
CPU frequencies, while ioDrive exhibits the performance
degradation with decreasing CPU frequencies. Especially,
if we change the CPU frequency from 2.1GHz to 0.8GHz,
the degradation of the write throughput significantly de-
cline; 29% decline compared with the peak CPU frequency
(2.1Gz). In respect to power consumption, we see that HDD
and SSD exhibit almost constant results for any CPU fre-
quencies; however, power consumption of ioDrive increase
when we increase CPU frequency.

Figure 3 and Figure 4 show the results of I/O through-
put and power consumption under the given parameters; the
CPU frequency is set to 2.1 GHz, and the power voltage is
set to 1075mV respectively. Here we observe that HDD and
SSD exhibit nearly peak performance in both read and write
operations with a single I/O process. On the other hand, io-
Drive has the optimal number of concurrent I/O processes
to exploit device’s I/O bandwidth. Especially, when we in-

CPU"freq"range"

Proc" Proc" Proc" Proc"

Proc" Proc" Proc" Proc"

Proc" Proc" Proc" Proc"

Proc" Proc" Proc" Proc"

NonZI/O"opera3on"

1"or"2"
Procs"

I/O"opera3on"

CPU"frequency:"1.4"~"2.1"[GHz]"CPU"frequency:"2.1"[GHz]"

Read" Write"

HDD" SSD" ioDrive" HDD" SSD" ioDrive"

CPU"freq" 1.7" 1.4" 2.1" 2.1" 1.7" 1.4"

#"of"procs" 1" 1" 2" 1" 1" 2"

EnergyZaware"op3mal"CPU"frequency"&"#"of"procs"

•  When"we"write/read"checkpoint,"the"best"strategy"is"…"
–  CPU"frequency:"1.4"~"2.1"GHz,"#"of"Procs:"1"or"2"
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Conclusion"

•  Power/Energy"consump3on"and"Fault"tolerant"are"significant"
concern"towards"extreme"scale"

•  Proposed"Profile/ModelZbased"op3miza3on"using"DVFS"+"
dynamic"I/O"parallelism"

•  Experimental"studies"showed"
–  Improve"a"whole"machie"energyZconsump3on"by"1.5"%"in"SSD,"4.7%"in"

ioDrive"system"by"op3mizing"only"checkpoint/restart"opera3on"
–  Especially,"more"than"2x"of"improvement"of"write"opera3on"in"ioDrive"
–  More"beneficial"for"I/O"intensive"applica3ons"
"

•  Future"work"
–  Extend"to"more"general"I/OZintensive"applica3ons"

•  e.g.)"Support"a"random,"slide"access"
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